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Total: 100 points

1. [20 points]

To investigate the percentage of abused children in a certain population, doctors examine
a random sample of 1000 children from this population, and among this sample, 67
children are classified by doctors as abused. However, doctors are not perfect: They
may classify an abused child (A) by saying that the child is not abused (ND), or they
may classify a nonabused child (N) as abused (AD). According to a pilot study, these
error rates are P(ND|A) = 10% and P(AD|N) = 5%, respectively, where P(ND|A) is
the conditional probability that a child is classified as nonabused given that the child
is indeed abused, and P(AD|N) is the conditional probability that a child is classified
as abused given that the child is indeg used. Please use these data to estimate
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3. (20 points]

In the following contingency table, 60 individuals are classified by gender and by
whether they favor, oppose, or have no opinion on a complete ban on smoking in
public places. You are asked to perform a x? (chi~square) test to test whether gender
and opinion on smoking in public places are independent.

Ban on Smoking in Public Places
Gender Favor Oppose  No Opinion  Total

Male 8 10 12 30
Female 12 8 10 30
Total 20 18 22 60

(a) Specify the null hypothesis of this test. [5 points]




B EMAENT R FEA LB A AR
#8  AMEBERH%TEN) B © 425
£ 5 282 X

:

(b) Determine the expected frequencies in each gender-opinion cell under the null
hypothesis.  [6 points]

(c) What is the conclusion of this test at the 10% significance level? [9 points]

4. [40 points]

Suppose that 20 obesity patients were enrolled into a randomized clinical trial for
comparing the effects of two different drugs (A and B) on weight reduction. They were
randomized to two groups of equal sample size. The 10 patients in Group 1 took the
tested Drug A (X = 1) one tablet daily for six months and the other 10 patients in
Group 2 took the standard Drug B (X = 0) two tablets daily for six months too. We
recorded their body weights (kg) in the research clinic before they began taking the
assigned drug (¥;) and at the end of the six month period (Y;) respectively. The data
are listed below:

< 7] Weight (kg)

I. Drug rug | Before | After
i 96 91

@ 107 94

%]00 89

L ,ﬁ 119 101

e 98 90

Red 137 | 116
B 121 105
I 4 99 89
g | T}B 128 103
B[ 0 99
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The following linear regression models have been considered in analyzing this data set.
Model 1: ?1 — Yo'= Eu

Model 2: ¥; — Y, = o + BiYo

Model 3: ¥, = B, + AiYs

Model 4: V) =y + i X

Model 5: ?1—%=30+51X

o Model 6: ¥; — Yo = fo + Bu.X + BaYo

o Model 7: ¥, = By + BiX + BuYo

Note that (1) 50, ﬁl, and ,@ are least squares estimates of the corresponding regression
coefficients, (2) Y; is the predicted value of Y;, and (3) X and Yj are treated as fixed
covariates in fitting these linear regression models to the data or a subset of the data.
The medical investigator is interested in the following three questions: (a), (b), and (c).
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(a) Does the tested Drug A have a positive effect on weight reduction? In other words,

can the tested Drug A significantly reduce patients’ weights?

i. Please conduct a paired ¢ test with significance level o = 0.05 to answer this
question. [10 points]

ii. What assumption(s) do you need for this statistical test? [4 points]

iii. Which linear regression model(s) on the above list can be used for the patients
in Group 1 to conduct a statistical test (on one or more regression coefficients)
that is equivalent to the paired ¢ test? (You should select at least one appro-
priate model from that list and state your reason to justify your answer. Yet,
if you think all these models are not appropriate for this question, then please
write down your own regression model(s) and state your reason(s) to justify
your answer.) [6 points]

(b) More importantly, is the e i : g A stronger than that of the
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your reason to justify your answer. Yet, if you think all these models are not
appropriate for this question, then please write down your own regression model(s)
and state your reason(s) to justify your answer.) [10 points]

(Several statistical tables are attached for your information.)
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Critical Values, P(Z > z,) = a

a .10 .05 .025 .01 .005 .001 .0005 .0001

Za 1.2816 1.6449 1.9600 2.3263 2.5758 3.0902 3.2905 3.7190

a -00009 .00008 .00007 .00006 .00005 .00004 .00003 .00002 .00001

Ze 3.7455 3.7750 3.8082 3.8461 3.8906 3.0444 4.0128 4.1075 4.2649

TABLE 5 Percentage points of the  distribution ()0

u
Degrees of

freedom, d J5 .80 .85 .20 95 975 .99 995 9995
1 1.000 1376 1963 3.078 6314 12706 31.821 63.657 636619
2 0816 1.061 1.38 6 .. 4303 6965 9925 31.598
3 0.765 250 - - 4,541 5841 12924
4 0.741 3.747 4604 8610
5 0.727 4032 6869
6 0.718 3! 3707 5959
7 0.711 ?%2.998 3499 5408

8 0.706 2.896 3355  5.041
9 0.703 12821 3250  4.781
10 0.700 3069 4587
11 0.697 3.106 4437
12 0.695 3055 4318
13 0.694 012 4271
14 0.692 2977  4.140
15 0.691 0866 1.074 1341 1.753 2,131 2602 2947 4073
16 D.60000.865 104 357 1746 " 2.1200 2583 20971« 4015
17 0.689 0863 1.069 1.333 1.740 2110 2567 2898 3965
18 0.688 0.862 1067 1330 1.734 2101 2552 2878 3922
19 0.688 0.861 1.066 1.328 1.729 2093 2539 286l 3.883
20 0687 0860 1064 1325 1725 2086 2528 2845 3850
21 0.686 0.859 1063 1323 1721 2080 2518 2831 3819
22 0.686 0.858 1061 1321 1717 2074 2508 2819 3792
23 0.685 0.858 1.060 1319 1.714 2069 2500 2807 3767
24 0.685 0857 1059 1318 1711 2064 - 2492 21797 3745
25 0.684 0.856 1.058 1316 1708 2060 2485 2787  3.725
26 0.684 0856 1058 1315 1706 2056 2479 2779 3707
27 0.684 0.855 1.057 1314 1703 2052 2473 2771 3.690
28 0.683 0855 1056 1313 1.701 2048 2467 2763 3674
29 0.683 0.854 1055 1311 1699 2045 2462 2756  3.659
30 0.683 0854 1.055 1310 1.697 2042 2457 2750 3.646
40 0.681 0851 1050 1.303 1.684 2021 2423 2704  3.551
60 0.679 0848 1046 1296 1.671 2000 2390 2660 3460
120 0677 0845 104080 189 1658 19801 2358 94170 3373
o0 0.674 0842 .1036 1282 1645 1960 2326 2576 3291

"The uth percentile of a ¢ distribution with d degrees of freedom.

[Table 5 is taken from Table Ill of Fisher and Yates: “Statistical Tables for Biological, Agricultural
and Medical Research,” published by Longman Group Lid., London (previously published by Oliver
and Boyd Ltd., Edinburgh) and by permission of the authors and publishers.]
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TABLE 6 Percentage points of the chi-square distribution (y3,)o

u

d .005 .01 .025 .05 A0 |25 8D 75 .90 95 975 99 995 999
1 00%393* 0.0°157° 0.0%82¢ 000393 002 010 045 1:32 2.7 384 5.02 6.63 7.88  10.83
2 00100 0.0201 0.0506 0.103 021 058 139 277 4.61 5.99 7.38 921 1060 . 138]
3 00717 0.115 0.216 0.352 058 NL2E 237 4.11 6.25 7.81 935 1134 1284 1627
4 0207 0.297 0.484 0.711 Lo 192 3136 5.39 1.78 949 1114 1328 1486 18.47
5 0412 0.554 0.831 L.15 161 267 435 6.63 924 1107° 1283 1509 1615 | 2052
6 0676 0.872 1.24 .64 420 | 345 535 784 1064 1259 1445 1681 1855 2246
7 0989 1.24 1.69 217 283 1425 6.35 9.04 1202 1407 1601 1848 2028 2432
8 134 1.65 2.18 2.713 349 LSO 734 1022 13360 1551 1753 2009 2195 | 261
I i 2.09 270 333 34 1139 1468 1692 1902 2167 2359 |278%
10 216 2.56 325 394 9947, 1831 2048 2321 2519 2959
Il 260 3.05 382 1968 2192 2472 2676 3126
12 307 B.57 4.40 21603 2334 2622 2830 (329
13003050 4.11 5.01 2236 2474 2769 2982 3453
14 407 4.66 5.63 23,68 2612 2914 3132 (3612
15 460 P23 6.27 2500 2749 3058 3280 37.70
16 5.4 5.81 691 2630 2885 3200 3427 3925
17 570 6.41 7.56 27590 309 B34S 35TL S 4070
18 6.26 1.01 823 2887 3153 3481 3716 W23
19  6.84 1.63 891 30.14 3285 36.19 3858 4382
20 743 8.26 9.59 a4l 3407 3751 40000 4530
2l 803 890 10.28 3267 3548 3893 4140 4680
22 864 9.54 10.98 3392 3678 4029 4280 4827
23 926 10.20 11.69 : 4 3200 3517 3808 4164 44.18 49.73
24 9389 10.86 12.40 13.85 1566 19.04 2334 2824 3320 3642 3936 4295 4556 5118
25 10.52 11.52 13.12 14.61 1647 1994 2434 2934 3438 3765 4065 4431 4693 52.62
26 11.16 12.20 13.84 15.38 1729 2084 2534 3043 3556 33.89 4192 4564 4829 54.05
27 181 12.88 14.57 16.15 18.11 2175 2634 3153 3674 4011 4319 4696 4964 5548
28 1246 13.56 15.31 1693 1894 2266 27.34 3262 3792 4134 4446 4828 5099 56.89
29 1342 14.26 16.05 17.71 19.77 2357 2834 3371 39.09 4256 4572 4959 5234 5830
30 1379 14.95 16.79 18.49 2060 2448 2934 34380 4026 43.77 4698 5089 5367 59.70
40 20.71 22.16 2443 26.51 2905 3366 3934 4562 5181 5576 5934 6369 6677 73.40
50 2799 29.71 32.36 34.76 3769 4294 4933 5633 6317 67.50 7142 7615 7949 86.66
60 3553 3748 40.48 43.19 4646 5229 5933 6698 7440 79.08 8330 88.38 9195 996l
70 4328 45.44 48.76 51.74 5533 61.70 69.33 77.58 8553 90.53 9502 10042 10422 112.32
89 55117 53.54 5115 60.39 6428 7l1.14 7933 88.13 9658 101.88 106.63 11233 116.32 124.834
90 59.20 61.75 65.65 69.13 7329 8062 89.33 98.64 107.56 “113.14 11814 124.12 12830 137.21
100 67.33 70.06 74.22 V93 8236 90.13 99.33 109.14 11850 124.34 129.56 13581 140.17 149.45

*x3.. = uth percentile of a y? distribution with d degrees of freedom.

b= 0.0000393
€= 0.000157
9= 0.000982

(Reproduced in part with permission of the Biometrika Trustees, from Table 3 of “Biometrika Tables for Statisticians,” Volume I, edited
by E. S. Pearson and H. O. Hartley, published for the Biometrika Trustees, Cambridge University Press, Cambridge, England, 1972.)
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