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1. Let 7" be a random variable with a Student’s ¢ distribution with p degrees of freedom.
(1a) (10%) Show that T % Z, as p — oo, where Z is a standard normal random variable.

(1b) (10%) Show that U = T?/(p + T?) has a beta distribution with parameters 1/2 and p/2.

2. Let X; and X, be independent random variables from N(0,1), and W = X,/ X,.

(2a) (5%)(5%) Show that the expectation of W does not exist, and find the median of W.

(2b) (10%) Let Y1 = d1.Xy + aaXa + a3 and Yo = by X, + byXy + by. Find a set of coefficients
(a1, a2, as, by, by, bs) such that (V1,Y2) follows a bivariate normal with EY = 1, E[Ys) = 2,
Var[Vi] = 1, Var[¥;] = 4, and Cov(Y;,Ys) = 1.

3. Let Xy, -, X, be a random sample from a population with the probability density function

f(216) = exp(=(z ~ 0))1z>0).

(3a) (8%) Show that X1y = min{Xy,- -, X,} is a complete sufficient statistic.

(3b) (7%) Show that X(y) is independent of the sample variarice S? = (X~ X)%/(n - 1) with
X =T, Xi/n.

4. Let Xy, -+, Xy, be a random sample from a population with probability density function f(z|A) =
(1/A) exp(~2/A)1(0,00)(%). Moreover, X, - 1 ;Xmare.observed but all we know about Xty Xn
- is that they exceed 7.

(4a) (7%) Write down the likelihood funetion for A.

(4b) (8%) Show that the maximum likelilood estimator of A is A — (i X+ (n~m)7T)/m.

5. (10%) Conditioning on P = p, X, and X, are assumed to be independent and identically
distributed Bernoulli(p) random variables. Moreover, let P has a probability density function
felpla, B) = %ﬁg&%lpa‘l(l — p)* o1y(p), where @ > 0 and 8 > 0. Find a and 0 such that
E[X1] = 1/4 and Corr(X,, X;) = 1/2.

6. (10%) (10%) Let X,,:--, X, be a random sample from a population with.probability density
function ‘ )
x(610) = iz 0 G A1 s,
where 8 > 0, let T = 3% (In(X;))2.
(6a) (10%) Show that P(T > t6;) > P(T > t|6h) for all 6; > 6, and any constant value ¢.
(6b) (10%) Show that there is a uniformly most powerful (UMP) test of the null hypothesis Hy :

# < 8y versus the alternative hypothesis H; : § > 0y, and find the rejection region of such test.
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