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1. (5 #) Laplace transform L {~2cos2t + 3sin2 = (A) 29 im %-6.(C) SEERE s

5+ 4 § -4 st+4
S ) M ek -

2. (5 4) Fourier transform F {exp(-x2 /4p*y=(A) ZJ;pexp(—flpzaz); (B) 2x/;pexp(—p2a2 /4);
(C) 2Vzpexp(-a?/p*); (D) 2vzpexp(-pa?); (B) A E% 3 -

3.(7T2) MATRRG +)y /-y =0 sy R IR A
A1+ x5 B) 142+ T L35G o
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48 %) HERTHML F2a %=—4x+y+z , %zﬂsy_z A Jpe

H] = >~ X
t
A (A) x=Ce™ +10C,e™ +Cye®; (B) y=Ce™ —C,e™ +8C,e™ ; (C)
z=Ce™ +Cye™ +C,e™; (D) z= —Cre™ +8Ce™; (B) WA L% JE -

5.(5 %) The trace of an square nxn matrix
> | &
A=| i

a a

n,1 nn

is defined to be the sum of its diagonal elements, i.e.,
trace d =a, +--+ a,.
Which of the following statements about the trace of a matrix are true?
(A)trace is linear, i.e., trace(4 + B) = trace 4 + trace B and trace(cA4) = ¢ trace A for any nxn matrices
A, B and any scalar .
(B)If 4 is an mx n matrix and B an nxm matrix, then trace(4B) = trace(BA4) .
(O)If 4, B, and C are nxn matrices, then trace( ABC) = trace(CBA).

(D)If 4 is an nxn matrix such that 4 = 4 , then trace 4 is a nonnegative integer.
(E)None of the above are true.

6.(5 %) Suppose that 4 is a real nxn square matrix such that 4* + a4 + Al = 0 for some real
numbers a and g, where Iis the nxn identity matrix and 0 the nx n zero matrix. Which
of the following statements are true?

(A)A necessary condition for 4 to have a (real) eigenvalue is that o? < 45
(B)A sufficient condition for 4 to have a (real) eigenvalue is that o® <44 .
(C)A necessary condition for a? > 48 is that 4 has a (real) eigenvalue.
(D)A sufficient condition for ? > 4p is that 4 has a (real) eigenvalue.
(E)None of the above are true.
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7.5 %) Let V be a finite-dimensional vector space, and let U,,U,,and U, be its subspaces.
Which of the following statements are true?
(A)dim(U, UU,) =dimU, +dimU,.
(B)dim(U, +U,) = dimU, +dimU, - dim(U, N\ U,).
(C)dim(U, UU, UU,) = dimU, + dimU, + dimU, .
(D)dim(U, + U, +U,) = dimU, +dimU, + dimU, - dim(U, A U,) - dim(U, N U,) - dim(U, N U,)
+dim(U, nU, nU,)
(E)None of the above are true.

8.(5 %) Which of the following subsets of R? are also subspaces of R*?
(A){(x,,xz,x3)e R*:x +2x, +3x, = 0}.
(B){(xl,xz,xs)e R*:x +2x, +3x, = 4}.
{C) {(x], X,%;)e R ixx,x, = 0}.
(D) {(xl,xz,xs) eR’:x = 5x3}.
(E)None of the above are subspaces of R®.

9.(5 %) Which of the following statements are true?
(A)If T'is a linear transformation from R* to R* such that
nullT = {(xl,xz,xs,xq)e R':x =5x, and x, = 7x, }, then T'is surjective.
(B)There does not exist a linear transformation from R’ to R2 whose null space equals
{5, - x000 . 2 Je RIL: =3x,andx, =x, = xj}.
(C)Suppose that V and W are finite-dimensional vector spaces and that U is a subspace of
V. Then there exists a linear transformation T from V to W such that null 7= U if and
only if dim U > dim V - dim W.
(D)Suppose that T'is an nxn square matrix. Then T'is a scalar multiple of

the nx n identity matrix if and only if ST = TS for every nxn square matrix S.
(E)None of the above are true.

P
10.(5 %) The differential equation X ¥ +x'+(x “Z) =0 s singular about x=0. We will
use the method of Freobenius to obtain two linearly independent series solutions about
x=0. Two indicial roots are 7 and 7 with A > 7. The solution has the form as

oo (o0}
2n+l1 2
y=Cx2 3 Py x4 a2 3 0y "

n=0 n=0

1 Qo _
@) 1*12=0,@) n-n=2,) A==5.@) 3.~ =2"*1, &) none of above.

50, 0<¢<20
11.(5 %) The following electromotive force £(f)= 0, t>20 Vol

is applied to an LR series circuit with inductance of 10 Henry and resistance of 2 Q with
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initial condition #(0)=0 .

(A) (20)=25-25¢"% A  (B) i(10)=25-25¢"50 A, (C) 1(30)= 25(e‘2 -—e_6) A, D)
i(©) =0 A, (E) none of above.

12.(5 %) Solve the differential equation (2 +3x)dx + (2xy)dy =0
(A) With given initial condition Y(1)=2 then y(~1)=+6 (B) With given initial
condition Y(1)=-2 then y(-1)= \/g, (C) With given initial condition y(1)=2 , then

y(-1)=~V6 , (D) With given initial condition ¥(1)=-2, then y(-1)=-6 (E) none
of above.

13.(5 47) Solve the following differential equations system x"—y—2x=—¢! and

. 4
V'-3x-4y=-7¢ with boundary conditions: *(0) = 3 and ¥(0)=2,

(A)3x()+y() =6e+2¢° (B) =3x(-D+ (1) =2¢"1 (C) 31+ y(=1) = 4e"] (D)
3x(=1)+ y(1) =2cosh(5) (E) none of above.

14.(5 %) For a series RLC circuit with driving voltage E(t)=300 Volt, L=5/3 Henry, R=10 O
and C=1/30 F. q(t) is the charge on the capacitor. i(t) is the current flow through the RLC
circuit. With given initial condition as q0=0 C and i(0)=0A. Let
q(t) = A-e™B(Cy cos(Dr) + Cy sin(Er))

(A) g(©)=30C . (B) The oscillating frequency is 3Hz (C) B+D=5 (D) C1=C, (E)
A=Cy .

15. (5 %) For any n x n matrix H, if there is an orthogonal basis for R" consisting of
eigenvectors of 4, then
(AYH'=H
(B) H is an orthogonal matrix
(C) Hv is orthogonal to v for every eigenvector v of 4
(D) P’HPis a diagonal matrix for every orthogonal # x »n matrix P
(E) none of the preceding statements are true

16. (5 %) Suppose that v, w, and z are vectors in R” such that v is orthogonal to z and z is
orthogonal to w. Then
(A) For any orthogonal  * n matrix H, we have that Hz is orthogonal to both v nd w
(B) v+ w is orthogonal to z
(C) v is orthogonal to w
(D) For any orthogonal # x n matrix H, we have that Hv is orthogonal to z
(E) none of the preceding statements are true
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(5 47) For any n x n symmetric matrix H,

(A) Eigenvectors corresponding to distinct eigenvalues of H are orthogonal
(B) Distinct eigenvectors of H are orthogonal

(C) Distinct columns of H are orthogonal

(D) Distinct rows of H are orthogonal

(E) none of the preceding statements are true

(5 %) For any vector space W,

(A) If W is finite-dimensional, then /¥ is a subspace of R” for some positive integer n
(B) If W is finite-dimensional, then no infinite subset of /¥ is linearly independent

(C) If W is a function space, then  must be infinite-dimensional

(D) If W is infinite-dimensional, then every infinite subset of ¥ is linearly independent
(E) none of the preceding statements are true

(5 %47) Let H be an arbitrary # x n matrix. Then

(A) The row space of H is contained in the column space

(B) The row space of H equals the column space of H

(C) The row space of H has the same dimension as the column space of H
(D) The row space of H equals the null space of #

(E) None of the preceding statements is true

AR A4S






